**知识融合现状研究**

知识图谱创建的信息抽取过程,实现了从非结构化和半结构化数据中获取实体、关系以及实体属性信息的目标，然而，这些结果中可能包含大量的冗余和错误信息，数据之间的关系也是扁平化的，缺乏层次性和逻辑性，因此有必要对其进行清理和整合。通过知识融合，可以消除概念的歧义，剔除冗余和错误概念，从而确保知识的质量，帮助构建出高质量的知识图谱。

一、实体链接

实体链接(entity linking)是指对于从文本中抽取得到的实体对象, 将其链接到知识库中对应的正确实体对象的操作。它的基本思想是首先根据给定的实体指称项，从知识库中选出一组候选实体对象,然后通过相似度计算将指称项链接到正确的实体对象。

实体链接的一般流程是: 1)从文本中通过实体抽取得到实体指称项; 2)进行实体对齐、实体消歧，消除数据存在的实体冲突问题，判断知识库中的同名实体与之是否代表不同的含义以及知识库中是否存在其他命名实体与之表示相同的含义; 3)在确认知识库中对应的正确实体对象之后,将该实体指称项链接到知识库中对应实体。

二、实体对齐

实体对齐(entity alignment)，也称为实体匹配(entity matching)，目的是消除异构数据中存在的知识指代不明、实体冲突等问题。实体对齐本质上是在计算知识之间的相似度，通过相似度来决定知识对齐的操作。

实体对齐算法可以分为成对实体对齐、协同实体对齐以及基于表示学习的对齐算法三类。成对实体对齐主要考虑实例及其属性的相似程度，而协同实体对齐则是在成对对齐的基础上考虑不同实例之间的相互关系用以计算相似度，基于表示学习的实体对齐则主要通过对低纬度的空间映射来使用向量表示实体与关系，提供更丰富的语义信息。

1）成对实体对齐算法

成对实体对齐根据属性相似性评分来判断实体是否匹配，主要包括基于概率模型的对齐算法和基于机器学习的对齐算法。最早的基于概率的对齐算法是基于属性相似性评分方法[1]，该方法将实体匹配问题转换为分类问题(匹配、可能匹配和不匹配三种)，在此基础上建立起基于概率的实体链接模型，为每个匹配的属性分配不同的权重，提高准确性[2]。

基于机器学习的对齐算法则是将实体对齐问题转换为二分类问题进行处理。根据是否采用标注数据可以将该方法分为有监督学习和无监督学习两类。有监督学习采用一部分标注数据作为训练集来训练模型，然后将模型用于未标注数据的对齐。这一类算法集中于决策树、支持向量机、集成学习等[3][4][5][6]。无监督的学习方法则基于聚类的思想，将类似的实体聚在一起，然后通过少量的标记数据来推理实体的匹配情况[7]。

2）协同实体对齐算法

协同实体对齐算法为实体本身的属性以及与它相关的实体的属性分别设置不同的权重，并通过加权来计算总体的相似度，来实现实体的对齐。基于相似性传播的方法就是一种典型的协同实体对齐方法，主要考虑了需要匹配的两个实体及与他们直接关联的其他实体的相似性。而基于概率的协同实体对齐算法则采用 LDA模型、CRF模型、Markov逻辑网等[8][9][10]。

3）基于表示学习的实体对齐方法

表示学习方法来源于深度学习，主要思想是将知识图谱中的实体和关系映射到低维空间，学习得到实体和关系的向量表示。这种低维稠密的向量蕴涵了图谱的结构信息以及实体和关系的属性特征，具有丰富的语义信息。基于表示学习的知识图谱实体对齐算法由两部分组成：知识表示的学习和实体间映射关系的学习。首先，将待对齐知识图谱分别映射到低维空间得到对应的知识表；其次,基于新的知识表示和人工标注的实体对齐数据集来学习得到实体间的对应关系。

三、实体消歧

实体消歧(entity disambiguation)是专门用于解决同名实体产生歧义问题的技术，即经常会遇到的某个实体指称项对应于多个命名实体对象的问题。通过实体消歧，就可以根据当前的语境，准确建立实体链接。实体消歧主要采用聚类法，以实体对象为聚类中心，将所有指向同一目标实体对象的指称项聚集到以该对象为中心的类别下。聚类法消歧的关键问题是如何定义实体对象与指称项之间的相似度，常用方法模型有以下四种：

1. 空间向量模型(也称词袋模型)。典型的方法是取当前语料中实体指称项周边的词构成特征向量，然后利用向量的余弦相似度进行比较，将该指称项聚类到与之最相近的实体指称项集合中。

2. 语义模型。该模型与空间向量模型类似，区别在于特征向量的构造方法不同，语义模型的特征向量不仅包含词袋向量，而且包含一部分语义特征。

3. 社会网络模型。该模型的基本假设是物以类聚、人以群分。在建模时,首先利用实体间的关系将与之相关的指称项链接起来构成网络,然后利用社会网络分析技术计算该网络中节点之间的拓扑距离(网络中的节点即实体的指称项),以此来判定指称项之间的相似度。

4. 百科知识模型。百科类网站通常会为每个实体 (指称项) 分配一个单独页面，其中包括指向其他实体页面的超链接，百科知识模型正是利用百科类网站中实体页面的链接关系来计算实体指称项之间的相似度。

四、共指消解

共指消解(entity resolution)技术主要用于解决多个指称项对应于同一实体对象的问题。共指消解的主要解决思路分为两种：基于自然语言处理和基于统计机器学习的方法。

基于自然语言处理的共指消解是以句法分析为基础的，代表性方法是Hobbs算法和向心理论(centering theory)。Hobbs算法主要思路是基于句法分析树进行搜索。向心理论则将表达模式 (utterance) 视为语篇(discourse)的基本组成单元，通过识别表达模式中的实体，可以获得当前和后续语篇中的关注中心(实体)，根据语义的局部连贯性和显著性，就可以在语篇中跟踪受关注的实体[11]。除此之外，统计机器学习方法也被引入该领域，并进入了快速发展阶段，通过将共指消解作为聚类问题来求解，以实体指称项为中心，通过实体聚类实现指称项与实体对象的匹配。
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